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Table 1: Examples of the use of LVCs and synthetic verbs in sentences

<table>
<thead>
<tr>
<th>With LVC</th>
<th>With synthetic verb counterpart</th>
</tr>
</thead>
<tbody>
<tr>
<td>We give a review of light verb constructions in computational linguistics.</td>
<td>We review light verb constructions in computational linguistics.</td>
</tr>
<tr>
<td>Jon took a brisk walk around the college this morning.</td>
<td>Jon walked briskly around the college this morning.</td>
</tr>
<tr>
<td>They will make a decision on the new product next week.</td>
<td>They will decide on the new product next week.</td>
</tr>
</tbody>
</table>

1.0 INTRODUCTION

Multiword Expressions (MWE) are expressions that contain two or more words that are used together to convey a certain meaning. MWE identification is important for NLP tools such as part-of-speech (POS) taggers, semantic parsers and syntactic parsers, as well as downstream applications such as machine translation, emotion analysis, and question answering systems (Constant et al., 2017). Recently, there has been a growing interest in Light Verb Constructions (LVC), which is a type of verbal MWE (Cordeiro & Candito, 2019; Nagy T. et al., 2020). LVCs are complex predicates that have the canonical form of verb+noun. Examples of LVCs include give help, make decisions, and take walks. There are two particularly interesting characteristics of LVCs. Firstly, the verbal component of the LVC does not contribute much to the meaning of the LVC and are not interpreted in the literal sense. Consider the ‘heavy’ usages or literal meaning of the verbs used in these non-LVC examples: make implies the act of creating something (as in make a cake), take is an action that results in the possession of the object (e.g., take the plate from the cupboard), and give is the act of transferring an object to be in the possession of a subject (e.g., give a bouquet of flowers). The heavy usage of these verbs is also known as productive verbs as their use indicate that they effect or produce some results (e.g., the creation of an object or transfer of possession). Secondly, although it is more efficient to use the synthetic verb counterpart in a sentence (e.g., the LVC ‘make a review’ can actually be more efficiently replaced by its synthetic verb counterpart ‘review’), there is a greater tendency to use the LVC instead due to the ease in which LVCs may be modified for greater expressiveness (Bonial & Pollard, 2020).

The interest in LVCs has been demonstrated by work in the field of linguistics (Bonial & Pollard, 2020; Gilquin, 2019; Ong & Rahim, 2021) as well as computational linguistics in various languages (Klyueva et al., 2017; Maldonado et al., 2017; Nagy T. et al., 2020). The importance of LVC identification in NLP applications can be observed from recent work in the development of multilingual annotated corpora for the automatic identification of verbal MWEs which includes LVCs (Ramisch et al., 2018, 2020; Savary et al., 2017).

As an extension of our previous work (Tan et al., 2021b), the two main approaches in which the LVC identification task may
be framed and the types of evaluation used are presented. The remainder of this paper is organized as follows. In the next section, we present recent work related to LVC identification, followed by a discussion on observed gaps and future work that could bring novel contributions. The final section concludes the paper.

2.0 LVC IDENTIFICATION METHODS

LVC identification is the task of automatically detecting instances of LVCs in running text. The task of LVC identification is complicated by the fact that LVCs have a number of challenging characteristics which includes discontinuity (i.e., gaps between the verbal and nominal parts of the LVC) and ambiguity (e.g., the phrase *they will make the decision known to the employees* does not contain any LVCs) (Savary et al., 2017).

The LVC identification task may be addressed as either a classification or a sequence labeling task. For the evaluation of all MWE-types, Savary et al. (2017) differentiated between MWE-based evaluation and token-based evaluation. MWE-based evaluation implements strict matching in which all components of an MWE have to be correctly predicted whereas for token-based evaluation, any correctly predicted component of the MWE is counted. However, not all papers explicitly indicate the type of evaluation (i.e., MWE- or token-based) that was used. In addition, some papers provide the per-language evaluation scores while others report either the micro-average or macro-average scores across all languages. A summary and comparison of the studies on the automatic identification of LVCs in the recent years are shown in Table 2, while a chronological view of the work is shown in Figure 1. For the year 2021, the related work on LVC had been on aspects supporting the LVC identification task such as the development of annotation guidelines for LVC (Bonial, 2021), the investigation of properties for the aspectual variant of LVCs (Fotopoulou et al., 2021) and the study of systematic patterns for LVC families (Fleischhauer, 2021).

2.1 Classification-Based Approaches

When LVC identification is framed as a classification task, there are two main steps that need to be carried out. Firstly, LVC candidates have to be extracted. Secondly, binary classification of the extracted LVC candidates is performed using machine learning algorithms.

In the system proposed by Waszczuk (2018), a dependency tree was constructed for each sentence. For each node in the tree, the system predicted whether or not that node was an LVC based on local contextual information which included word forms, POS tags, dependency labels, lemmas, and so on. Next, segmentation to determine the LVC boundaries was carried out by constructing a hypergraph which represented all traversals of the dependency tree. The hypergraph contained a distinct hyperpath for each traversal. Using features extracted from each traversal’s hyperpath, a multiclass logistic regression model was then used to determine the hyperpath with the highest probability to find the globally optimal labeling for the given dependency tree. As future work, they suggested improving the LVC segmentation part by considering the incorporation of lexicons and word embeddings in their system.

Cordeiro & Candito (2019) extracted LVC candidates based on syntactic patterns that considered LVC variations such as morphosyntactic variations, complex nominal components, and other language-specific characteristics. By extracting language-specific morphosyntactic patterns comprising the POS tag and syntactic relation between components from the LVCs present in the training dataset, the frequently occurring patterns were used to identify LVC candidates in the datasets. Binary classification of the LVC candidates was then carried out using support vector machine (SVM) and feed-forward neural network (FFN). They suggested to investigate the use of contextualized word embeddings as future work.

Nagy T. et al. (2020) used a decision-tree to perform classification of LVC candidates. First, dependency parsers were used to produce dependency representations of the corpus. LVC candidates were then extracted from raw text based on the syntactic relations between the verbal and nominal components of LVCs. A rich feature set that included both language-independent (i.e., statistical, lexical, morphological, syntactic, and orthographic features) and language-dependent (auxiliary verbs, gender, and agglutinative morphology) features were constructed. They found that the performance of their method depended on the quality of the dependency parsers used for LVC candidate extraction.

2.2 Sequence Labeling Approaches

Some studies approached LVC identification as a sequence labeling problem where each word in a sentence is tagged using the Begin-Inside-Outside (BIO) tagging scheme (Rashshaw & Marcus, 1999). A word would be tagged with *B* to indicate that it is the beginning word of the LVC, *I* if the word is a component word of the LVC (i.e., inside the LVC), and *O* if the word is outside of any LVCs. The BIO tagging scheme has the benefit of being able to handle discontinuous LVCs which have components that are not adjacent to each other such as the *decision that was made*. The use of the BIO tagging scheme is illustrated in Table 3.

Boroş et al. (2017) used Conditional Random Fields (CRF) to predict the transition between labels. For each word in a sentence, the lemma and POS tags for the window of words surrounding the current word served as the features. The identification of LVCs involved two steps. First, head labeling to identify the head word of the LVC (in this case the light verb) was carried out using a window size of 2. The second step was tail labeling to identify that nominal component of the LVC using a window size of 4. The authors found that compared to the single-step detection of LVC, their two-step approach increased precision by 9%.

![Figure 1: Chronological view of work on automatic LVC identification](image-url)
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### Table 2: Summary of Papers on LVC Identification

<table>
<thead>
<tr>
<th>Author(s)/Year</th>
<th>Approach</th>
<th>Method</th>
<th>Languages</th>
<th>F1-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boroș et al. (2017)</td>
<td>Sequence labeling</td>
<td>CRF</td>
<td>CS, DE, EL, ES, FR, HU, IT, MT, RO, SL, SV, TR</td>
<td>MWE-based: 5.84% (MT) – 86.27% (RO)</td>
</tr>
<tr>
<td>Maldonado et al. (2017)</td>
<td>Sequence labeling</td>
<td>CRF with semantic re-ranker (SEM)</td>
<td>CS, DE, EL, ES, FR, HU, IT, MT, PL, PT, RO, SL, SV, TR</td>
<td>CRF MWE-based: 1.22% (SL) – 46.24% (PT) CRF Token-based: 4.30% (SL) – 57.08% (PT) CRF with SEM MWE-based: 1.19% (SL) – 52.67% (PT) CRF with SEM Token-based: 3.97% (SL) – 56.83% (PT)</td>
</tr>
<tr>
<td>Klyueva et al. (2017)</td>
<td>Sequence labeling</td>
<td>BiRNN with GRU</td>
<td>BG, CS, DE, EL, ES, FR, HE, HU, PL, PT, RO, SL, TR</td>
<td>MWE-based: 0% (BG, DE, SL) – 37% (PT) Token-based: 1% (SL) – 49% (PT)</td>
</tr>
<tr>
<td>Waszczuk (2018)</td>
<td>Classification</td>
<td>Logistic regression</td>
<td>BG, DE, EL, EN, ES, EU, FA, FR, HE, HI, HR, HU, IT, LT, PL, PT, RO, SL</td>
<td>MWE-based: mAvg: 46.03</td>
</tr>
<tr>
<td>Berk et al. (2018)</td>
<td>Sequence labeling</td>
<td>BiLSTM and CRF</td>
<td>BG, DE, ES, FR, HU, IT, PL, PT, RO, SL</td>
<td>MWE-based: 28.55% (ES) – 74.48% (HU) Token-based: 35.66% (ES) – 81.86% (RO)</td>
</tr>
<tr>
<td>Taslimipoor &amp; Rohanian (2018)</td>
<td>Sequence labeling</td>
<td>Convolutional, BiLSTM with CRF</td>
<td>BG, DE, EL, EN, ES, EU, FA, FR, HE, HI, HR, HU, IT, LT, PL, PT, RO, SL</td>
<td>MWE-based: 6.25% (EN) – 86.15% (RO) Token-based: 11.25% (EN) – 87.41% (RO)</td>
</tr>
<tr>
<td>Cordeiro &amp; Candito (2019)</td>
<td>Classification</td>
<td>SVM, Neural network</td>
<td>BG, DE, EL, EN, ES, EU, FA, FR, HE, HI, HR, HU, IT, LT, PL, PT, RO, SL</td>
<td>MWE-based: SVM: 26% (EN) – 81 % (HU), µAvg = 63%  FFN: 21% (HE) – 78% (HI), µAvg = 56%</td>
</tr>
<tr>
<td>Nagy T. et al. (2020)</td>
<td>Classification</td>
<td>Decision tree</td>
<td>DE, EN, ES, HU</td>
<td>50.64% (DE), 52.90 (ES), 64.72% (HU), 65.35% (EN)</td>
</tr>
</tbody>
</table>

F1-scores: mAvg-macro-average score across all languages; µAvg: micro-average score across all languages.

For papers with more than 4 languages, only the lowest and highest F1-scores are indicated for brevity.

Some papers did not indicate whether the evaluation was MWE-based or token-based, and some papers only reported the average F1-score across all languages.

Language codes: BG-Bulgarian, CS-Czech, DE-German, EL-Greek, EN-English, ES-Spanish, EU-Basque, FA-Farsi, FR-French, HE-Hebrew, HI-Hindi, HR-Croatian, HU-Hungarian, IT-Italian, LT-Lithuanian, MT-Maltese, PL-Polish, PT-Portuguese, RO-Romanian, SL-Slovene, SV-Swedish, TR-Turkish

### Table 3: Example of a sentence with BIO tags identifying an LVC

<table>
<thead>
<tr>
<th>Sentence</th>
<th>He will make a very difficult decision later</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>He will make a very difficult decision later</td>
</tr>
<tr>
<td>Tag</td>
<td>O   O   B   O   O   O   I   O</td>
</tr>
</tbody>
</table>
Maldonado et al. (2017) used a CRF model which exploited syntactic dependency features and also included an optional semantic re-ranker as a post-processing step. Instead of developing feature sets for each of the 14 languages, the authors created a feature set for each language family based on the assumption that the morphosyntactic relationships among closely related languages would be similar. Experiments on semantic re-ranking using a regression model trained on semantic vectors was conducted for 12 languages and showed improvement in 7 of the languages. For future work, the authors plan to focus on language-specific features. In addition, they suggested looking into word embeddings as a possible way to improve the performance of the model.

Berk et al. (2018) proposed a bidirectional Long Short-Term Memory (LSTM)-CRF model in which the inputs to the model consisted of the POS tags and dependency relation tags. In the BiLSTM layer, the forward LSTM unit enabled the previous words to be used as features whereas the backward LSTM unit enabled the future words to be used as features. The CRF layer enabled the decoding of the sequence labels using the gappy, 1-level variant of the BIO tagging scheme proposed by Schneider et al. (2014).

Taslimipoor & Rohanian (2018) proposed a model comprising two convolutional layers that serve as n-gram detectors, a BiLSTM for handling long distance relationships between words, and an optional CRF layer to process dependencies among the output tags. They used pretrained Wikipedia word embeddings (Bojanowski et al., 2017) and binary word shape features to indicate whether the token started with an uppercase letter, was entirely in uppercase, had a # or @ as the first character, was a URL, contained a number, or was a digit. They reported that the pre-trained embeddings achieved the best performance and that the additional CRF layer did not necessarily improve the performance of the model.

The model proposed by Klyueva et al. (2017) was based on a bidirectional recurrent neural network (RNN) with gated-recurrent units (GRUs) that was trained using linguistic, morphological and syntactic features. Each input word was represented as a concatenation of embeddings of the word’s form, lemma, and POS tag. They found that discontinuous LVCs were often not tagged. Their model did not consider embedded or overlapping LVCs.

3.0 DISCUSSION

Despite significant progress in LVC identification, there are several gaps yet to be addressed.

**Large variation in the evaluation results for different languages:** Table 2 shows that there is a large difference between the lowest and highest per-language F1-scores for almost all the papers that reported per-language results for the LVC identification task. One reason for this was the training corpus size differences for the languages (Berk et al., 2018; Cordeiro & Candito, 2019) - a larger training corpus would inevitably result in better results. Secondly, the training corpus for certain languages had lower average occurrences of LVCs (Waszczuk, 2018). This means that the machine learning models would encounter fewer examples of LVCs, which may be a hindrance to the learning process (Berk et al., 2018; Nagy T. et al., 2020). Thirdly, languages with dependency parsing tools of lower quality would inadvertently affect the quality of predictions. The difference in results across languages may also be due to the distribution of seen and unseen LVCs in the training and evaluation datasets. Seen LVCs refer to LVCs that occur at least once in the training dataset while those that are unseen were not present in the training dataset at all but appeared in the evaluation dataset (Cordeiro & Candito, 2019). Therefore, one important future work would be to explore methods for improving predictions for unseen LVCs.

**Lack of tools and resources for under-resourced languages:** LVCs may appear in a variety of forms due to morphosyntactic variations – for example, the nominal part of the LVC may be a complex noun phrase instead of a single noun or may even be further discontinuous whereby the verbal and nominal components are separated by many words (e.g., the walk in the beautiful and dense rainforest that he had taken). This makes it particularly challenging especially because most existing work rely on the use of POS-taggers and dependency parsers to capture morphosyntactic variations. For under-resourced languages, the lack of such tools and LVC-annotated corpora provides the motivation to explore methods for LVC identification that do not depend on the use of such tools or that require a smaller annotated corpus.

**Code-mixed LVCs:** One growing challenge is the identification of code-mixed LVCs which are commonly used in social media. Code-mixed text includes words from two or more languages – an increasingly common phenomenon in recent times as more people are bilingual. There has been a growing interest in sentiment analysis of code-mixed text (Lo et al., 2017; Sasidhar et al., 2020; Wang et al., 2017) and even in Malay-English code-mixed text (Abu Bakar et al., 2020; Tan et al., 2020). The impact of code-mixed MWE identification on the emotion detection task (Tan et al., 2021a) and use of code-mixed LVCs (Alexiadou, 2017; González-Vilbazo & López, 2011) have also been the focus of research. To our knowledge, there has not been work on code-mixed LVC identification and therefore, this needs to be addressed to enable LVCs to be treated as a single semantic unit and avoid loss of contextual meaning that arise from the individual words of the LVC being considered as separate features.

**Use of word embeddings:** To overcome the problems faced in resource-poor languages and code-mixed LVC identification, the use of word embeddings should be further explored. In particular, the use of word embeddings with character n-grams to represent out-of-vocabulary (OOV) words (Bojanowski et al., 2017) which are often either intentionally/unintentionally misspelt words or slang words that are prevalent in social media can potentially help as they are able to reflect the semantic relationships between words. Two interesting ideas to consider is to train word embeddings using a code-mix corpus as was done for POS tagging by Bhattu et al. (2020), and to include LVCs and other MWEs as single tokens in embeddings.

4.0 CONCLUSION

LVCs are particularly challenging to identify due to their flexibility, ambiguity, and discontinuity. This study explored recent trends in LVC identification, a task which plays an
important role in downstream text processing tasks such as emotion analysis, machine translation, and question answer systems. In addition, existing gaps were discussed, and several promising future works were identified including investigation of methods that do not require the use of dependency parsers and POS taggers, training embeddings that represent each LVC as a single token, as well as the use of code-mixed word embeddings to facilitate the identification of code-mixed LVCs.
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